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Oneⴀ관Way ANOVA Demonstration
Program Transcript 

MATT JONES: This ꀀweek ꀀwe're going to be introducing you to oneⴀ관way ꀀANOVA. 
This ꀀis ꀀa comparisonsⴀ관ofⴀ관means ꀀtest. Let's go to SPSS ꀀto see how we'll perform ꀀ
this ꀀspecific ꀀtest. To perform ꀀthe oneⴀ관way ꀀANOVA ꀀin SPSS, we start up at the 
Analyze tab. If we click ꀀthat, we get a dropdown menu. 

Since oneⴀ관way ꀀANOVA ꀀover ꀀis ꀀa comparisonsⴀ관ofⴀ관means ꀀtest, we can move our ꀀ
cursor ꀀdown to Compare Means, scroll across, and we see that oneⴀ관way ꀀANOVA ꀀ
is ꀀdown at the bottom. If we click ꀀon that, a dialog box ꀀis ꀀopened up, where we
have a Dependent List and a Factor. For ꀀoneⴀ관way ꀀANOVA, our ꀀdependent 
variable needs ꀀto be a metric ꀀlevel variable. That is ꀀit's an interval or ꀀratio level of 
measurement. This ꀀis ꀀimportant because one oneⴀ관way ꀀANOVA ꀀcompares ꀀmeans ꀀ
across ꀀa factor. 

The factor ꀀis ꀀour ꀀgrouping variable. This ꀀneeds ꀀto be a categorical variable. 
Typically, oneⴀ관way ꀀANOVA ꀀis ꀀused with grouping variables ꀀthat have three or ꀀ
more levels ꀀor ꀀattributes ꀀto them. In this ꀀcase, let's go ahead and test whether ꀀthe 
means ꀀof the socioeconomic ꀀstatus ꀀindex ꀀdiffer ꀀacross ꀀa respondent's highest 
degree. 

To begin with, well, we'll go ahead, and we'll put socioeconomic ꀀstatus ꀀindex ꀀinto 
our ꀀDependent List box. So you can see off to the left are choice of variables. 
Socioeconomic ꀀStatus ꀀis ꀀdown towards ꀀthe bottom ꀀof our ꀀVariable list. If I place 
my cursor ꀀover ꀀit, we'll see it highlighted. You'll also note, again, a little scale 
ruler ꀀoff to the left, which indicates ꀀthat this ꀀis ꀀan intervalⴀ관ratioⴀ관level variable. 

Once I click ꀀon that variable, it's highlighted. I can just simply ꀀclick ꀀon the arrow 
box, which moves ꀀthat variable over ꀀinto the Dependent List. Now I need to make 
sure and enter ꀀmy factor ꀀas ꀀwell. I'll scroll up till I find Respondents ꀀHighest 
Degree. I can see that it's right here. I can hover ꀀover ꀀthis ꀀvariable and then 
highlight it.

Again, click ꀀon my ꀀarrow that places ꀀit into the Factor ꀀbox. For ꀀbasic ꀀomnibus ꀀ
ANOVA ꀀtest, we are finished. We can go ahead and click ꀀOK ꀀand examine our ꀀ
output. This ꀀis ꀀthe SPSS ꀀoneⴀ관way ꀀANOVA ꀀomnibus ꀀoutput. You can see here 
Respondent Socioeconomic ꀀIndex ꀀis ꀀour ꀀdependent variable. 

SPSS provides ꀀus ꀀwith information about betweenⴀ관groups ꀀand withinⴀ관groups ꀀ
variance. The betweenⴀ관groups ꀀvariance is ꀀa squared deviations ꀀbetween the 
groups. The withinⴀ관groups ꀀvariance, also known as ꀀunexplained variance, is ꀀthe 
variance within the sample. A ꀀratio of the mean square of between groups ꀀto 
within groups ꀀis ꀀhow we obtain the Fⴀ관value. The F statistic ꀀis ꀀa critical value that 
determines ꀀthe significance of our ꀀtest. 
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Oneⴀ관Way ANOVA Demonstration 

Here we can see that the significance level is ꀀ0.000. This ꀀsignificance level is ꀀ
well below the conventional threshold of 0.5. Therefore we can reject the null 
hypothesis ꀀthat there are no differences ꀀin socioeconomic ꀀstatus ꀀindex ꀀacross ꀀ
respondents ꀀhighest degree. To find out where possible differences ꀀlie, we have 
to perform ꀀa postⴀ관hoc ꀀtest. 

To perform ꀀa postⴀ관hoc ꀀtest, we once again go back ꀀup to our ꀀAnalyze, Compare 
Means, Oneⴀ관Way ꀀANOVA. We can click ꀀon Postⴀ관Hocs, in here you'll see that 
there are a variety ꀀof options ꀀprovided for ꀀyou. We have equal variances ꀀ
assumed and equal variances ꀀnot assumed. At this ꀀpoint, we don't know that 
whether ꀀwe have equality ꀀof variances, and this ꀀis ꀀsomething that we specifically ꀀ
have to test for. 

But as ꀀyou're performing the oneⴀ관way ꀀANOVA ꀀtest, you can choose an equal 
variances ꀀassumed test, an equal variances ꀀnot assumed test, and then on your ꀀ
output, go to the appropriate test after ꀀexamining the variances. So we can click ꀀ
on a Bonferroni Test for ꀀequal variances ꀀand also Gamesⴀ관Howell for ꀀequal 
variances ꀀnot assumed. Click ꀀContinue. 

If we click ꀀour ꀀOptions ꀀbox, this ꀀis ꀀhow we determine whether ꀀwe have 
homogeneity ꀀof variances, or ꀀsaid another ꀀway, equality ꀀof variances. As ꀀyou 
know from ꀀyour ꀀreading, this ꀀis ꀀan assumption of the oneⴀ관way ꀀANOVA ꀀtest. If we 
click ꀀon that and activate this ꀀtest, going to hit Continue and then click ꀀOK. Right 
away ꀀyou'll see that we get quite a bit more output than we had before. 

Our ꀀfirst piece of output is ꀀthe test of homogeneity ꀀof variances, also known as ꀀa 
Levene's test. This ꀀtests ꀀthe null hypothesis ꀀof homogeneity ꀀof variances. Here, if 
you look ꀀat the significance level, you'll see that we are at 0.000, which is ꀀwell 
below the threshold of 0.05. This ꀀmeans ꀀwe reject our ꀀnull hypothesis that 
variances ꀀare equal. Therefore, we have to assume that the variances ꀀare not 
equal in the oneⴀ관way ꀀANOVA. 

As we noted before, the overall test, also sometimes ꀀreferred to as ꀀthe omnibus ꀀ
test, is ꀀsignificant. Since the omnibus ꀀtest is ꀀsignificant, we know that at least one 
of the means ꀀdiffers ꀀfrom ꀀanother. Therefore we need to examine our ꀀpostⴀ관hoc ꀀ
tests ꀀto determine which means ꀀdiffer. Again, moving with the assumption of 
inequality ꀀof variances, we have to move down to our ꀀGamesⴀ관Howell all Postⴀ관
Hoc ꀀtest. 

If you remember, we chose Bonferroni as ꀀa test for ꀀequality ꀀof variances, but 
tested for ꀀthe equality ꀀof variances ꀀand found they ꀀwere not equal. The Gamesⴀ관
Howell test performs ꀀa pairwise comparison for ꀀall levels ꀀof our ꀀvariable. Here 
you'll see less than high schools ꀀcompared to high school, less ꀀthan high school 
to junior ꀀcollege, less ꀀthan high school to bachelor, less ꀀthan high school to 
graduate, and so forth, until all possible combinations ꀀare achieved. 
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Oneⴀ관Way ANOVA Demonstration 

The next column shows ꀀus ꀀour ꀀmean difference. We can see that on the 
socioeconomic ꀀstatus ꀀindex, our ꀀdependent variable, those with less ꀀthan high 
school have a mean score of 10.08 units ꀀlower ꀀthan high school. If we move over ꀀ
to our ꀀsignificance level, we see that, indeed, this ꀀpairwise comparison is ꀀ
statistically ꀀsignificant a at the 0.05. Therefore there is ꀀa statistically ꀀsignificant 
difference between those with less ꀀthan high school and those with a high school 
degree. 

As we move down our ꀀoutput, we can examine all of these pairwise comparisons. 
Again, less ꀀthan high school to junior ꀀcollege, there is ꀀa difference of 17.38, and it 
is ꀀstatistically ꀀsignificant. If we move to a less ꀀthan high school to bachelor's, we 
can see that the difference increases. Again, it is ꀀstatistically ꀀsignificant, and the
same is ꀀtrue for ꀀless ꀀthan high school to graduate. 

Moving through our ꀀoutput, we can go ahead and examine all of these pairwise 
comparisons, move over ꀀto our ꀀsignificance column, and see that they ꀀare indeed 
all statistically ꀀsignificant. You'll notice on the main difference that SPSS ꀀalso 
puts ꀀan asterisk ꀀnext to each mean difference to highlight or ꀀflag those 
differences ꀀthat are statistically ꀀsignificant. We can conclude from ꀀour ꀀoutput and 
our ꀀpostⴀ관hoc ꀀtests ꀀthat there is ꀀindeed a difference in socioeconomic ꀀstatus ꀀindex ꀀ
across ꀀrespondents ꀀhighest degree and that all pairwise comparisons ꀀare 
statistically ꀀsignificant, concluding that the higher ꀀa respondent's degree, the 
higher ꀀtheir ꀀsocioeconomic ꀀstatus ꀀindex ꀀon average. 

And that concludes ꀀour ꀀSPSS demonstration on oneⴀ관way ꀀANOVA. As ꀀa couple of 
parting thoughts, be sure and remember ꀀthat your ꀀdependent variable in oneⴀ관way ꀀ
ANOVA ꀀneeds ꀀto be a metric ꀀvariable, that is ꀀan interval ratio level of 
measurement. Your ꀀindependent variable, or ꀀyour factor, needs ꀀto be a 
categorical variable. This ꀀis ꀀbecause oneⴀ관way ꀀANOVA ꀀof is ꀀa comparisonⴀ관ofⴀ관
means ꀀtest. 

Also, it's very ꀀimportant to test the assumption for ꀀhomogeneity ꀀof variances, so 
be sure and look ꀀat that Levene's test. If you have any ꀀfurther questions, be sure 
and use your ꀀtextbook. And also, your ꀀinstructor ꀀis ꀀa very ꀀvaluable resource. 
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