
1

Getting Rid of Data

TOVA MILO, School of Computer Science, Tel Aviv University

We are experiencing an amazing data-centered revolution. Incredible amounts of data are collected, inte-

grated, and analyzed, leading to key breakthroughs in science and society. This well of knowledge, however,

is at a great risk if we do not dispense with some of the data flood. First, the amount of generated data

grows exponentially and already at 2020 is expected to be more than twice the available storage. Second,

even disregarding storage constraints, uncontrolled data retention risks privacy and security, as recognized,

e.g., by the recent EU Data Protection reform. Data disposal policies must be developed to benefit and protect

organizations and individuals.

Retaining the knowledge hidden in the data while respecting storage, processing, and regulatory con-

straints is a great challenge. The difficulty stems from the distinct, intricate requirements entailed by each

type of constraint, the scale and velocity of data, and the constantly evolving needs. While multiple data

sketching, summarization, and deletion techniques were developed to address specific aspects of the prob-

lem, we are still very far from a comprehensive solution. Every organization has to battle the same tough

challenges with ad hoc solutions that are application-specific and rarely sharable.

In this article, we will discuss the logical, algorithmic, and methodological foundations required for the sys-

tematic disposal of large-scale data, for constraints enforcement and for the development of applications over

the retained information. In particular, we will overview relevant related work, highlighting new research

challenges and potential reuse of existing techniques.
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1 INTRODUCTION

Over the past few years, we are experiencing an amazing data-centered revolution in almost ev-
ery aspect of our lives. Incredible amounts of data are being collected, transformed, integrated,
and analyzed, leading to key breakthroughs in medicine, commerce, transportation, science, and
society. This data-centered revolution is fueled by the masses of data constantly generated every-
where, but at the same time is at a great risk due to the very same information flood. First, the size
of our digital universe grows exponentially, and it is estimated that by the year 2020 the demand
for storage will outstrip production by six zettabytes—nearly double the available storage capacity
[27]. If we do not learn how to effectively dispense with some of this data, then we will simply
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drown. Second, even if we disregard storage constraints, uncontrolled data collection endangers
privacy and security, as recognized, e.g., by the recent EU Data Protection Regulation (GDPR) [13].
Data disposal policies must be installed to secure both organizations and individuals.
Retaining the knowledge hidden in the data while respecting storage, processing, and regu-

latory constraints is a great challenge. The difficulty notably stems from the distinct, intricate
requirements that each of these types of constraints entails. For instance, satisfaction of storage
constraints is essentially an optimization problem where one needs to determine what data may
be discarded and which summary of it to retain, if needed, so data utilization is minimally harmed.
In contrast, regulatory constraints tell us what information must be deleted (or kept, in certain
regulations, for a specific time period [26]), and the challenge is to identify and discard/retain all
the relevant data. Adhering to both types of constraints requires that the search space for the op-
timal solution is restricted to those that respect the regulations, and that at least one such solution
must be applied to guarantee compliance. The problem is further complicated by the scale and
velocity of data and the constantly evolving needs. While multiple techniques for data sketching,
summarization, compression, and removal have been proposed to address specific aspects of the
problem [4, 6, 9, 18, 21, 25], we are still very far from a comprehensive solution. Every single ini-
tiative has to battle, almost from scratch, the same tough challenges. The ad hoc solutions, even
when successful, are application-specific and rarely sharable.
To pave the road for successful big data management, we need to develop solid scientific founda-

tions for Web-scale data disposal. This encompasses development of a formal model that captures
all the diverse facets of data disposal. This also means developing the necessary reasoning capabili-
ties for supporting data cleaning, integration, sharing, querying, and analysis over the dynamically
evolving data. We believe that such a principled approach is essential to retain knowledge of su-
perior quality to realize the task more effectively and automatically, be able to reuse solutions, and
thereby to secure the data-centered revolution that is transforming our life.

2 BENEFITS AND CHALLENGES

An important advantage of an intelligent, systematic, data disposal is the ability to better utilize
the huge information pool. The realization of using this greater pool, which would otherwise not
be possible due to limited storage, increases the potential for critical information gathering and
for identifying new unforeseen insights. An added incentive is the potentially reduced processing
costs associated with the smaller retained data. Smaller data sets often require smaller processing
resources and less sophisticated tools. Last, but important, effective enforcement of privacy and
data retention regulations allows meeting legal and business archival requirements, protecting
both individuals and companies.
To fulfill this great potential, however, a variety of significant conceptual and technical chal-

lenges must be addressed. The first challenge is to determine which data should/may be discarded
and, if allowed, what summary may be kept for the deleted items so data utilization is minimally
harmed. We call this a data disposal policy. Conventional data sketching and summarization tech-
niques are mostly concerned with specific query operations, but modern data analysis often em-
ploys general purpose programming languages empowered by powerful data analysis andmachine
learning tools. This leads to the following intriguing question: Given a dataset, a set of constraints,
and an analysis workload expressed as a class of programs (the precise representation of the ex-
pected workload is a research goal), can we effectively derive a data disposal policy so the retained
information is “sufficient” (in a well-specified manner) for every program in the class? Can we
execute the policy efficiently?
A second, complementary challenge is to effectively evaluate queries over the retained infor-

mation. This challenge stems from the fact that the deleted data may be summarized in different
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ways and at different granularity levels. Query answering thus involves the identification and pro-
cessing of the relevant information as well as providing to users an explanation/justification for
why the returned answers are estimated to be correct.
Scaling is important here. We are accustomed to a world with billions of Web pages; we must

now get accustomed to aworld in which the number of facts is counted in zettas. Both data disposal
and query evaluation must scale to such volumes. For example, already today sensor networks
collect so much data that most of it (usually based on ad hoc decision rules) gets thrown away and
is not even transmitted off the sensor to the base station/database.
Finally, being typically set in a decentralized Web environment, big data management comes

with all the common difficulties of large-scale data integration: assembly of information that comes
from different sources, possibly replicated, and in different formats and varying quality. We should
be able to support all this pipeline for the partial, retained data.
As mentioned in the Introduction, we believe it is important to design a formal model to sup-

port Web-scale data disposal. We stress, however, that the goal is not to design a universal data
disposal policy (whichwe do not believe is possible), but rather to develop a generic “dispose by de-
sign” framework that allows to (1) declaratively express data and data usage properties, (2) model
retention constraints/criteria and desired disposal strategies, (3) enforce them, and (4) efficiently
evaluate queries and run data analysis processes over the retained information. In what follows, we
discuss in greater detail some of the important ingredients of such a potential model/solution. In
particular, we overview relevant related work, highlighting new research challenges and potential
reuse of existing techniques.

3 COMBINING DATA AND META DATA

Important to this context is the notion of data provenance [8]. In a nutshell, provenance traces the
source of information and the computational process it undergoes, and is critical for understanding
data usage, for explaining query results, and for assessing their validity [2, 8, 15]. In our setting,
provenance must further capture what data have been omitted and what kind of summary has
been retained for it (if). Such meta-data will allow for effective query evaluation over the retained
information and for explanation/justification of the obtained results. It will also allow keeping
record of processing activities, as required by regulations such as GDPR [13].

Attaching provenance to individual data items is usually straightforward to do [15]; what is
more complex and needs to be studied in our setting is what provenance should be used to an-
notate summarized or omitted data. The difficulty stems from the fact that common provenance
models often apply only to a fairly restricted set of declarative data manipulation operators (e.g.,
SQL), whereas data summarization/deletion strategies are typically given as general programs,
possibly empowered by machine learning (ML) tools [18, 25], for which provenance is not yet well
defined. A second, related, difficulty is to propagate such meta-data through the analysis process;
for example, to indicate that an analysis result is based on data originating at sourcesA and B that
was valid on dates X and Y and where all occurrences of Z were deleted with only their average
value retained. While the above is a fairly simple example, in many cases, the analysis workflow
is complex [10, 11], and the results of one step are then fed as input to further analysis steps and
so forth, and as we get further away down the analysis chain, we may lose track of the origin and
properties of data. In turn, this means that we would be unable to correctly assess the importance/
relevance of certain data items for the computation, and the currency and reliability of the analysis
results. Finally, an additional prime challenge in provenance management that we must address
here is that the provenance size itself may be very large [1, 14], and so effective disposal must be
recursively applied to this meta-data as well.
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4 SKETCHING AND SUMMARIZATION

Much of the data that we keep around is redundant and can be discarded with no harm. Common
examples are old document drafts and ancient emails dealing with non-important issues. But in
general, whether or not data should be kept, and in what granularity level, depends on the ex-
pected analysis workload and the regulatory constraints. For a simple example, the analysis could
in principle explicitly ask to compare multiple versions of the same document, in which case dis-
carding old (legitimate) versions of documents without retaining record of the deltas is harmful.
A key challenge, thus, is to dynamically determine which data should/may be discarded and, if
allowed, what summary may be kept for the deleted items so data utilization is minimally harmed.
Namely, determine to dynamically determine the data disposal policy.

Naturally, it would be desirable to build on the existing technology when possible. A variety of
data sketching/summarization has been proposed in the literature for specific tasks. For instance,
in stream data processing, incoming data is summarized on the fly using powerful sketching tech-
niques, then discarded altogether [9]. Other, more comprehensive summarization methods ana-
lyze the full dataset with techniques ranging from dimensionality reduction to compression-based
data reduction methods and algorithms for clustering, data deduplication, redundancy elimina-
tion, and implementation of network (graph) summarization concepts [21, 25]. But, as previously
mentioned, each of these approaches has been designed for a specific task and no single technique
is guaranteed to always achieve superior results—performance depends on the type of data and
its intended usage. A difficulty in assembling them together is that the summarization policies are
often hard-coded and, consequently, are inflexible and difficult to combine and optimize. Thus,
what is desirable here, instead, is to have a declarative framework that allows to express (a) data
and data usage properties, (b) data deletion and summarization methods, as well as the resulting
summary properties, and (c) privacy/retention constraints and criteria. This would serve as input
for an engine that derives disposal policies that adhere to the needs (if possible), execute them, and
efficiently run queries over the retained information. Some early encouraging results on the use
of declarative specification for data disposal have been presented in Reference [28] and can serve
as a starting point. But much more work is needed to extend these ideas to the modern big-data
world of today.

5 DYNAMIC INCREMENTAL COMPUTATION

As more and more data is accumulated and experience is gained, the system should be “learn-
ing” and improving over time. This is particularly challenging due to the complex nature of big
data applications. Besides the data analysis actions, such applications often include multiple data
preparation steps for data understanding, cleaning, and integration [5, 7, 16, 17]. Traditional data
cleaning and integration pipelines often run offline, obtaining a clean integrated database instance,
over which queries are then evaluated. There is a difficulty in applying such an approach here: Due
to the large scale of the data and its continuous accumulation, not all of it may be stored, and thus
cleaning/integration needs to be performed using only the partial, retained information [16, 22].
Since some of the information relevant for the process may bemissing or partially summarized, ex-
isting cleaning/integration algorithms need to be extended to cope with the situation. At the same
time, we must make sure that the retained data (and its provenance) are rich enough to support
such cleaning and integration tasks in addition to standard data analysis.
As new data comes in and new disposal policies are employed, the retained information must be

incrementally maintained [16]. Also, recall that query answering here involves not only the iden-
tification and processing of the relevant information but also providing users with an explanation/
justification for why the returned answers are estimated to be correct. Updates should thus also
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be propagated to the provenance information used to explain the origin of the different query
answers. Dynamic incremental computation (taken here in a very broad sense) is unavoidable in
this setting to support all activities, from data retention to cleaning, integrating, querying, and
analysis.
Relevant technologies that may be harnessed to help here include the following:

Learning. Machine learning (ML), and its derivative technologies, has gained great popularity
over the past few years as a vehicle for big data analysis. In our context, ML may be employed
to learn data access and usage patterns and, correspondingly, to derive effective retention policies
complying with a given set of regulations. A recent work [20] demonstrated how ML can be used
to design effective indexing structures, which brings up the question of whether an analogous ML
approach may be employed in our context to derive effective summarizations. An added challenge
in our context is that the retention policies and summaries may need to be dynamically adapted
as more data comes in (or is disposed of) and the data analysis workloads change.

Views and incremental view maintenance. It is interesting to observe that the retained informa-
tion may be abstractly viewed as a view over the full (missing) data. Query evaluation over views
has been extensively studied in the literature. Techniques for rewriting queries to be answered, as
accurately as possible, using the views alone [12], are relevant to our context where queries may be
evaluated only using the retained data. Incremental view maintenance has also been extensively
studied in the literature [19], and the results are relevant here. A challenge particular to our set-
ting, however, is that not only that the data is updated here (as more data is accumulated) but also
the view definition itself (what data is retained/summarized and how) may change following the
accumulated knowledge and/or shifts in the workloads. The relationship to incremental machine
learning will also need to be investigated.

Human-in-the-loop. Depending on the context, data disposal may be executed automatically or
may require to involve human input to approve data disposal or choose among multiple (possibly
prioritized) disposal policies that the system suggests. Feedback on query results may also help to
identify pitfalls in data retention and to help in improving the system’s performance. Research on
the use of human input in data management—in particular, in recent work on crowdsourcing [3,
23, 24]—has derived efficient methods for information gathering and utilization. The challenge in
applying these results here is to effectively combine user input with the new data that is constantly
accumulated and the evolving analysis workloads.

Scaling. Scaling is important here. We are accustomed to a world with billions of Web pages;
we must now get accustomed to a world in which the number of facts is counted in zettas. As
mentioned, already today sensor networks collect so much data that most of it gets thrown away
(usually based on ad hoc decision rules) and is not even transmitted to the database. Footage from
security cameras is another example where we already throw away data in ad hoc rule-based man-
ner. Both our intelligent data disposal policies and the corresponding query evaluation algorithms
must scale to such volumes.

Approximate query processing. The ability to provide approximate answers to queries, at a frac-
tion of the cost of executing the query in the traditional way, has made approximate query pro-
cessing [6] extremely popular in big data applications. Sampling is a common tool in such systems.
In query-time sampling, the query is evaluated over samples taken from the database at run time.
Employing such techniques in our context requires extending the sampling mechanisms to sample
also from the data summaries (which provide an aggregated description of the missing data ele-
ments) and, correspondingly, incorporating such samples in query evaluation. To achieve a sharper
reduction on response time, some approximate query processing algorithms draw samples from
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the data in a pre-processing step, then use them to process incoming queries. An intriguing ques-
tion to be examined is whether such precomputed samples can themselves serve as data summaries
in our context, thereby allowing to discard some (or all) of the remaining items.

6 CONCLUSION

In summary, intelligent data disposal allows companies and researchers to focus attention on valu-
able legitimate information, and will secure the data-centered revolution that is transforming our
life. This short article highlights the corresponding research challenges and overviews some of
the relevant related work and potential reuse of existing techniques. A topic that we did not dis-
cuss in the article, but deserves attention, is verification. Policies such as the recent EU General
Data Protection Regulations set the legal basis for data retention and usage. The ability to verify
organizations’ compliance with the regulations is an important enabling factor for their enforce-
ment. The need to perform such verification without compromising privacy and security leads
to fascinating challenges, involving, e.g., techniques in encryption, differential privacy, automatic
deduction, and program analysis. The data layer that we discussed in this article aims to provide
support for the compliance to such regulations. Verification is a complementary exciting research
direction.
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