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The problem of functional
localization in the human brain
Matthew Brett, Ingrid S. Johnsrude and Adrian M. Owen

O P I N I O N

Functional imaging gives us increasingly
detailed information about the location of
brain activity. To use this information, we
need a clear conception of the meaning of
location data. Here, we review methods for
reporting location in functional imaging and
discuss the problems that arise from the
great variability in brain anatomy between
individuals. These problems cause
uncertainty in localization, which limits the
effective resolution of functional imaging,
especially for brain areas involved in higher
cognitive function.

In the past ten years, rapid improvements in
imaging technology and methodology have
had an enormous impact on how we assess
human cognition. Detailed anatomical
images can be combined with functional
images that are obtained using techniques
such as positron emission tomography (PET)
and functional magnetic resonance imaging
(fMRI) to address questions that relate to
normal and abnormal brain function. A chief
advantage of techniques such as fMRI and
PET over methods such as electroencephalog-
raphy, magnetoencephalography and neuro-
psychology is their ability to localize changes

in brain activity with a high degree of spatial
resolution. In this article, we will argue 
that specifying where in the brain an activa-
tion has occurred is both conceptually and
technically more difficult than has been 
generally assumed.

Processing steps in functional imaging
A functional imaging study involves the col-
lection of one or more functional scans for
each subject, which show signal changes in
regions where neuronal work has increased
(FIG. 1). To compensate for subject movement,
it is usual to realign the functional images to
one of the images in the series. Most investiga-
tors collect a separate structural scan that has
good spatial resolution to image the anatomy
of the brain. The structural scan may have 
a different field of view, voxel size or orienta-
tion, so that it will need to be coregistered to 
the functional images using an automated
image-matching algorithm.

There are now two possible approaches to
the analysis. The first is to proceed directly to
the statistical analysis. This approach main-
tains a very clear relationship between the 
subject’s anatomy and activation. Many
researchers prefer the second approach, which
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Statistical analysis may involve any of a
number of methods1, most of which result
in some index at each voxel of how the brain
has responded to the experimental manipu-
lation of interest. This activation map can be
thresholded to identify activated brain
regions. If we have scanned several subjects,
then we can do intersubject averaging to
find regions that respond on average across
subjects. The estimate of location of an acti-
vation will be subject to some error due to
statistical noise2.

The final step of the analysis is labelling of
the activated areas. The labels may be in terms
of stereotaxic coordinates, macroanatomy,
microanatomy or function. Coordinate labels
are obtained using a standard coordinate sys-
tem, such as that introduced by Talairach and
Tournoux (BOX 1). Macroanatomical labels
relate the activation to gyri/sulci on the cor-
tex or to deep brain nuclei. Microanatomical
labels specify where the activation is in terms
of a parcellation of the brain that reflects
microscopic features of the cortex. In prac-
tice, the parcellation is almost always based
on cytoarchitecture — differences in cell
types and distributions within the layers of
the cortex3–5. Functional labels are based on a
parcellation into areas that have been defined
functionally — for example, in other imaging
studies.

Activation labelling and spatial normaliza-
tion are the two key steps that are involved in
localization. The success of these steps will
determine our ability to compare results
across individuals and studies.

Activation labelling
Early functional imaging studies concentrated
on primary and secondary sensorimotor areas,
for which activation labelling is relatively
straightforward. If we have collected fMRI data
during a task that involves finger movement,
and overlaid the activation due to movement
on the structural image, we are likely to see an
activation in the anterior bank of the central
sulcus (FIG. 2). In this case, labelling the activa-
tion is not controversial, because anatomical,
functional and cytoarchitectonic labels are
highly related. The anatomical location — the
anterior bank of the central sulcus — contains
a functional area, the motor cortex, that has
been identified by physiological and anatomi-
cal techniques. And the motor cortex corre-
sponds closely to a cytoarchitectonic area
(Brodmann area (BA) 4)6.

The situation is less straightforward in
many other brain areas. A working memory
task is likely to activate the frontal cortex7

(FIG. 2). In this case, it is difficult to know what
label to allocate to a particular activation. The

template. Many investigators use an auto-
mated distortion method to match the
overall shape of the structural image to a
structural template, such as that provided
by the Montreal Neurological Institute
(MNI; BOX 2). Once the transformations
have been calculated for the structural
image, they are applied to the functional
images using the correspondence found by
coregistration.

is to do the statistical analysis after trans-
forming the images for each subject to match
a template brain, such as that described by
Talairach and Tournoux (BOX 1). This makes
it easier to compare the signal location with
other subjects and studies that have been 
similarly transformed.

Spatial normalization is the process of
transforming an image for an individual 
subject to match a standard brain or brain

Functional images
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Figure 1 | Stages of image processing. The functional images for each subject are realigned to correct
for subject movement, and then coregistered with a structural image. If required, the images are spatially
normalized to align brains across subjects. Statistical analysis attempts to detect areas that have been
activated by the experimental manipulation. The results can be displayed on individual or average
structural images.
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anatomy is much less clear. It is reasonable to
identify motor cortex activation according to
its position in relation to the central sulcus.
The same applies to primary auditory cortex,
which has a clear relationship with Heschl’s
gyrus, and to primary visual cortex, which can
be identified by the position of the calcarine
sulcus. These sulci and gyri are relatively
invariant in position and configuration
between individuals. However, most sulci in
the brain are highly variable between subjects9

and even between hemispheres in a single
subject. Evidence from cytoarchitecture indi-
cates that sulci that are constant in position
and morphology between individuals can
reflect functional subdivisions, but this might
not be the case for sulci that are present in only
some individuals, or sulci that have a very dif-
ferent morphology in different subjects10. This
rule is not invariable; Watson et al.11 have
shown that V5, the visual motion area, is well
defined by the posterior end of the inferior
temporal sulcus, even though this sulcus
shows a considerable degree of variation
between individuals.

sulcal morphology of the prefrontal cortex is
highly variable, so it is difficult to choose an
anatomical label that will be meaningful for
all subjects. The cytoarchitecture of the pre-
frontal cortex is complex, and there is little
agreement on the boundaries of cytoarchitec-
tonic fields or how cytoarchitecture relates to
sulcal anatomy. There is no consensus on the
fractionation of functions within the pre-
frontal cortex7. So, it is difficult to decide
whether we should label an activation by
macroscopic anatomy, cytoarchitecture or
function; and if we label according to cyto-
architecture or function, it is difficult to choose
the area to which the activation corresponds.

Coordinate labels. If a researcher has spatially
normalized their data, they will often report a
stereotaxic coordinate for the activations,
usually in relation to the Talairach coordinate
system (BOX 1). The coordinate chosen to rep-
resent an activated area is typically that with
the highest level of activation. A coordinate is
often the most useful label for comparison
with other results in neuroimaging. The

accuracy with which we can compare coordi-
nates will depend on the similarity of the
images, templates and normalization tech-
niques used (see our discussion of meta-
analysis and location error, below). An impor-
tant problem with coordinate labels is that it
can be difficult to compare coordinates with
brain locations obtained from other types of
data, such as those arising from work on non-
human primates. Stereotaxic coordinates can
also be misleading, compared with surface
coordinates, if the location is near a deep sul-
cus, because a small change in the coordinate
can correspond to a large change in distance
across the cortical surface8.

Macroanatomical labels. Macroanatomical
labels relate the activation to cortical sulci or
deep brain nuclei. As the main use of labels is
to identify an activation as belonging to a
functional area, macroanatomical labels are of
most use when there is an established rela-
tionship between anatomy and function. This
is usually the case for the deep brain nuclei,
but the relationship of function to sulcal
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Box 1 | The atlas of Talairach and Tournoux

Talairach and Tournoux65 published a stereotaxic atlas of the human brain that has been
enormously influential in functional imaging. They introduced three important innovations: a
coordinate system to identify a particular brain location relative to anatomical landmarks; a
spatial transformation to match one brain to another; and an atlas describing a standard brain,
with anatomical and cytoarchitectonic labels.

The type of coordinate system that Talairach and Tournoux introduced has become almost
universal in functional imaging. The authors suggested that the brain should be aligned
according to the anterior commissure (AC) and posterior commissure (PC) — two small
subcortical structures that are relatively invariant. The brain is rotated so that the
interhemispheric fissure is on a vertical plane. The experimenter draws a line between the AC and
PC (the AC–PC line), and rotates the brain so that this line is on a horizontal plane. Now, we can
define a coordinate relative to three orthogonal axes, with the AC as the origin (panel a). The 
y axis is the AC–PC line (‘a’ in panel b; reproduced with permission from REF. 65 © 1988 Thieme
Medical Publishers); the z axis is a vertical line that passes through the interhemispheric fissure
and the AC (‘b’ in panel b); and the x axis is a horizontal line at right angles to the y and z axes that
passes through the AC. We can identify any point in the brain relative to these axes, which define
the Talairach coordinate system.

The atlas also described a simple set of scalings (the proportional grid system) that can be used
to transform one brain to give a rough match to another in overall brain size and shape. There are
different scalings for different brain quadrants. We first align the brains to the Talairach axes,
defined above, then scale the brain between the AC and the PC so that the distance between these
commissures is the same in the two brains. Similarly, we scale the distances between the AC and
the top, bottom and sides of the brain, and between the PC and the back of the brain. This
transformation is termed the Talairach proportional grid normalization.

The main part of the atlas is a series of labelled diagrams of transverse (axial), sagittal and
coronal brain slices from the post-mortem brain of a 60-year-old French woman (the ‘Talairach
brain’). The brain is oriented according to the Talairach axes; a coordinate in a brain that has
been transformed according to the proportional grid system should match the same coordinate
location in the atlas slices. Only one hemisphere is given in any detail, and so symmetry must be assumed. Talairach and Tournoux labelled the
brain slices with anatomical labels, including important sulci and gyri. They also estimated the Brodmann cytoarchitectonic areas for the cortical
surface (numbers on the surface of the brain in panel b). They based their estimate only on a comparison of the gross anatomy of the Talairach
brain with the well-known map published by Brodmann3, and did not mark the borders of the Brodmann areas. To quote from the atlas: “The
brain presented here was not subjected to histological studies and the transfer of the cartography of Brodmann usually pictured in two
dimensional projections sometimes possesses uncertainties.”

b

a

b

a
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V1 (REF. 20). As more is learned about other
cortical areas, we should expect similarly
complex patterns to emerge. Despite this
complexity, anatomical factors must influ-
ence function, and relating functional activa-
tion to microanatomical structure might be
very valuable.

Most studies of human cytoarchitecture
indicate that, although there is substantial
variability in both the size and location of
cytoarchitectonic fields among individu-
als4,5,13,21–23, many distinguishable fields do
have some relationship to gross sulcal and
gyral morphology. Primary visual cortex is
always found within the calcarine sulcus,
although it generally extends somewhat onto
the free surface of the occipital lobe.
However, calcarine sulcal depth is indicative
of the total volume of primary visual cortex24.
Primary auditory cortex always covers at least
a portion of the first transverse temporal
gyrus (of Heschl)22,25. Even though, again,
extents of overlap are variable and areal
extents vary markedly between hemispheres
and between individuals, this area never
reaches the lateral aspect of the superior tem-
poral gyrus, and probability maps of Heschl’s
gyrus26 and cytoarchitectonically defined pri-
mary auditory cortex22 overlap substan-
tially22,27. Even in what might be considered
as higher-order areas, outside primary thala-
mocortical target zones, a degree of pre-
dictability of architectonic areas from gross
morphological features is found. Area 44 in
the inferior frontal gyrus (part of classical
Broca’s area) varies in size by an order of
magnitude across individuals. However, the
location of the dorsal border of this area,
although variable, is always within the infe-
rior frontal sulcus and never appears on the
lateral aspect of the middle frontal gyrus21.
Sulci that have great variability in position
and morphology might have less constant
relationships to cytoarchitecture10,23.

The convention of relating activation foci
to Brodmann cytoarchitectonic areas was
adopted early in functional imaging. These
labels are usually assigned by reference to the
Talairach brain (BOX 1), either by direct com-
parison to the atlas or by using an online
database28. Talairach and Tournoux esti-
mated the position of the Brodmann areas by
comparing the published Brodmann map
with the surface of the brain described in the
atlas. So, there are several ways in which BA
assignment on the basis of Talairach coordi-
nates could be erroneous: first, cytoarchi-
tectonic area extent and location could be
inaccurate on the Talairach brain; second, the
spatially normalized sample image might be
misregistered with the space of the Talairach

compared in humans and other primates12–16.
However, parcellations that are based on
cytoarchitecture have seldom been compared
systematically with histochemistry or con-
nectivity in areas outside the primary cortex
in any species. It seems likely that such corre-
spondences will not always hold: different
parcellation schemes may apply when differ-
ent markers are used. For example, in audi-
tory cortex, researchers have found areas that
with some markers seem to be primary, but
with other markers do not (see REFS 17,18; see
REF. 19 for a proposal on how to tackle similar
issues). Further complexity is added by the
fact that even primary areas, which are
homogeneous at one level of analysis, are
heterogeneous at another. In the primary
visual cortex (V1), a stain for cell bodies
reveals laminar, alternating stripes of cell-
dense and cell-sparse cortex. Cytochrome
oxidase is expressed patchily over the surface
of V1 in ‘blobs’ that are associated function-
ally with colour and motion analysis; inputs
from the left and right eye alternate over the
surface of the field; and sensitivity to line ori-
entation also changes in an orderly way over

Microanatomical labels. Microanatomy refers
to the connectivity, neurotransmitters and
cytoarchitecture of the layers of the cortex. For
technical reasons, microanatomical studies in
humans are rare and connectivity analyses are
extremely difficult. Cytoarchitecture contin-
ues to be widely used for several reasons. First,
cell-staining techniques reveal regional varia-
tions in the laminar distribution and mor-
phology of cells that often correlate with
regional specialization of function. Second,
the results can be directly related to a large
database that spans more than 100 years.
Finally, the techniques are more robust than
most histochemical and immunohisto-
chemical treatments, producing more reliable
results even after extended post-mortem
delays and suboptimal tissue treatment. So,
despite providing limited information about
functional organization, cytoarchitecture
remains, for pragmatic reasons, the main
microanatomical indicator of functional
specificity.

Cytoarchitecture generally correlates well
with parcellation schemes that are based on
other kinds of anatomical description, when

Box 2 | The MNI/ICBM templates

The Montreal Neurological Institute (MNI) created a series of images similar to the Talairach
brain that were based on the average of many normal magnetic resonance imaging (MRI) scans.
Such images can be used by automated spatial normalization software, and should reflect
average neuroanatomy. The International Consortium of Brain Mapping (ICBM) has adopted
these templates as an international standard.

The first MNI template, MNI305, was created using a two-stage process66. The first stage was
manual scaling to the Talairach brain: 241 brains were oriented and scaled to the Talairach brain
using manually defined landmarks67. The first-pass image was the average of these
reoriented/rescaled brains68. The MNI305 template is the average of 305 normal MRI scans that
have been normalized to the first-pass image by an automated linear normalization69. The
current standard MNI template is known as the ICBM152, and is based on 152 brains that were
registered to MNI305; this template is provided with several commonly used functional imaging
analysis packages, including the Statistical Parametric Mapping package SPM99, and the FMRIB
Software Library (FSL). The MNI also created a high-quality image of a single individual that
was based on an average of 27 scans. This image, known as colin27, has been normalized to
MNI305 and was used as a template in the 1996 release of SPM software.

Although the MNI template is based on the Talairach brain, the two brains are not exactly the
same size or shape; in particular, the temporal lobes in the MNI template extend ~10 mm below
those of the Talairach brain. The differences between the MNI template and the Talairach brain
have been a source of confusion in the neuroimaging community, as they have not always been
recognized. Software packages such as SPM report coordinates of activations registered to the
MNI template as ‘Talairach coordinates’, because the coordinates are relative to axes that are very
similar to those defined by Talairach. Such coordinates do not refer directly to the Talairach brain,
because of the differences between the Talairach brain and the MNI template. As yet, there is no
published estimate of Brodmann areas that correspond to the anatomy of the MNI template.
Many researchers use coordinates from the MNI template to look up estimated Brodmann areas
in the Talairach atlas. If the differences are not accounted for, this can lead to significant errors,
especially for coordinates in the temporal lobe. One approach has been to estimate by eye which
area in the atlas corresponds to the coordinate in the MNI template; another has been to use a
transformation for coordinates from the MNI template that matches the brains more closely. See
the MRC Cognition and Brain Sciences Unit website for a discussion of the MNI brain and the
Talairach atlas (http://www.mrc-cbu.cam.ac.uk/Imaging/mnispace.html).
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Problems of spatial normalization
Normalization is closely related to activation
labelling. Successful normalization requires a
strong conception of how brain anatomy cor-
responds to function, because it is usually
designed to give the best spatial correspon-
dence of homologous areas between individ-
uals. Normalization also affects labelling that
is based on information from a template
brain; if the normalization does not succeed
in aligning corresponding functional areas,
then definitions of functional areas from
other individuals will not be applicable.

How we try to match two brains will
depend on our idea of how anatomy is likely
to relate to function. For example, if we believe
that the sulci are a useful guide to the position
of functional areas, then we can use a warping
method that aligns the sulci between two
brains. If not, we might prefer a more restricted
solution that matches the size and outline of
the brain.

Some volume-matching algorithms, such
as the Talairach proportional grid normaliza-
tion (BOX 1), use manually identified land-
marks to find the best scaling parameters.
Most current methods include automated
image-matching algorithms49. These methods
use a mathematical measure of overall image
mismatch and a minimization algorithm with
iterative changes in transformations to find
the best set of transformations to match the
image to the template. Usually, they begin by
optimizing linear parameters: translations,
rotations, zooms and often shears. They then
proceed to find the best set of nonlinear
(warping) parameters to further match the
detail of brain shape50,51. Volume-matching
methods contain no model of the cortical
surface, and are not usually designed to pro-
vide detailed matching of sulcal anatomy
between subjects (but see REF. 29).

Sulcal-matching methods attempt an
explicit match of sulcal anatomy between sub-
jects. The user first extracts a model of the cor-
tical surface from the structural image. The
algorithms then distort this model of the cor-
tical surface so that it matches the template.
The algorithms need to be constrained so that
prominent invariant sulci drive the matching
more strongly than variable features8,49,52,53. As
expected, these methods seem to be better
than volume-matching algorithms at overlap-
ping functional areas near invariant sulci, such
as visual and motor areas52. Unfortunately,
many areas of interest might not have consis-
tent relationships with sulci, and it is not clear
which method is better for these areas. Sulcal
methods involve the estimation of activation
signal on the cortical surface. This can be very
sensitive to problems in coregistration of the

atlas; and third, the variability in location and
extent of cytoarchitectonic areas across indi-
viduals implies that BA assignment on the
basis of binary information (coordinate x,y,z
is either in area A or it is not) is prone to
error unless cytoarchitectonic data are avail-
able on the sample image. How can we
improve our ability to localize foci relative to
cytoarchitectonic parcellation?

Karl Zilles and colleagues have under-
taken architectonic analyses of several areas
in post-mortem human brains. Importantly,
high-resolution MRI scans of the brains are
taken before histological processing. After
semi-automated, quantitative microscopic
analysis of the slices, an architectonic parcel-
lation over slices is developed; the architec-
tonic profiles of individual slices can then be
digitized and registered with the MRI scan29.
Three-dimensional cytoarchitectonic vol-
umes have been created in this way for vari-
ous anatomical areas, including primary
somatosensory30–32, motor33, visual34 and
auditory22 areas, as well as Broca’s area21. As
these volumes are coregistered to structural
MRIs, the same whole-brain normalization
can be carried out on the post-mortem data
as is applied to functional data, ensuring a
close match between the two. If we assume
that the subjects used are representative of the
population, then the location of a cyto-
architectonic area can be estimated by averag-
ing over the individual, spatially normalized
volumes of the region. In such an average, the
value at any voxel codes the likelihood that
that voxel is located in that area. This kind of
probabilistic approach compensates for vari-
ability in sulcal and gyral morphology after
normalization, and the use of cytoarchitec-
tonic information in such probabilistic maps
gives a measure of variability in location and
extent of cytoarchitectonic areas over sub-
jects35. For examples of this approach, see
REFS 36–38.

Of course, it would be better to localize acti-
vations relative to a subject’s own microstruc-
tural anatomy than to rely on estimates of
anatomy derived from other individuals. New
techniques might allow this. Diffusion tensor
imaging is an MRI technique that is sensitive to
white matter connectivity; such information is
already being used to a limited extent to
inform the analysis of functional imaging
data39–41. Cortical laminar thickness and com-
position have been examined in monkeys
using high-field MRI and surface coils to
enhance spatial resolution. Such studies seem
to provide much of the information that tradi-
tional post-mortem cell-staining studies have
offered, opening the way to in vivo architec-
tonic mapping42–44.

Functional labels. An alternative approach to
functional parcellation is to locate presumed
functional units using functional imaging
experiments, and to use the positions of these
areas to label activation.

This approach is particularly powerful in
single-subject analyses. For example, using
fMRI, Kanwisher and colleagues have identi-
fied four specific areas of the temporal lobe
that respond when subjects view faces,
objects, scenes or body parts45–47. Their subse-
quent strategy has been to start a functional
imaging session with an experiment in which
subjects view these types of stimulus to iden-
tify the functional area of interest. They then
use the areas that have been identified to
analyse data from other experiments on the
same subject. For example, Epstein et al.48

used such a task to identify the area that
responds to scenes; they then investigated
whether activation in this area could be
explained on the basis of memory encoding.
So, this approach can be used to identify the
functional area of interest on the basis of the
subject’s own anatomy, avoiding the problem
of inaccurate overlap of functional areas by
spatial normalization.
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Figure 2 | Examples of activation maps
superimposed on the subject’s structural
image. a | Activation arising from a motor task is
focused on the anterior bank of the central sulcus.
b | Activation arising from a working memory task
is located in the prefrontal cortex.
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include coordinates in a stereotaxic space as
the labels of interest.

Coordinates in stereotaxic space can be
difficult to compare. Although an increasing
number of investigators use the MNI tem-
plates (BOX 2), many use local templates or
match directly to the Talairach brain. If stud-
ies adopt different templates, coordinates will
not be directly comparable. A transformation
might be needed to match between tem-
plates57, which involves further potential for
inaccuracy. If we have used a different tem-
plate or a different normalization method,
then the transformations calculated by the
normalization might differ in a systematic
way. Differences in the contrast or signal-to-
noise of images that are used for normaliza-
tion might result in differences in the success
of normalization. There will also be some sta-
tistical error in the estimation of location; this
error will differ across studies and is rarely
quantified. So, meta-analysis might have low
spatial resolution and power; this resolution
will differ for different brain areas. However,
for some areas, it can be shown that activa-
tions in similar tasks do correspond across
studies (for examples, see REFS 7,56,58,59).

False-negative findings can be a problem
when comparing across studies. We are often
faced with the situation of deciding whether it
is true that a task has not activated a particular
area. This is a question of statistical power,
which is complex in standard imaging analy-
ses60,61. Most imaging analyses have low
power62,63; the power depends on the intensity
of the noise, which will vary from study to
study, and from voxel to voxel. So, it can be
very difficult to conclude with confidence that
there is no activation of a given magnitude
within a brain area.

Often, we wish to know whether the activa-
tions reported in one task are in different loca-
tions from those reported in a second task.
The problem then arises of comparing one set
of coordinate locations with another. This can
be addressed using statistical methods58,64.

Conclusion
In this article, we have argued that for imag-
ing to advance we need to have a clear concept
of localization. We are only slowly beginning
to standardize parcellations of the brain in
terms of function and microanatomy.
Current methods of matching different brains
cannot eliminate differences in functional
areas across individuals, because the positions
of these areas are not well predicted by gross
anatomical landmarks in many regions. These
problems, as well as statistical and practical
issues to do with spatial processing and brain
templates, mean that there are many barriers

eral frontal cortex normally, but that subtle
differences in anatomy between the patients
and controls had resulted in a less successful
overlap of the dorsolateral frontal cortex for
the patients. On this basis, one might conclude
that there was a functional difference between
the groups in frontal cortex activation, when
in fact the difference was anatomical.

Normalization also determines the effec-
tive spatial resolution of a study that involves
a direct comparison across subjects; homolo-
gous areas that have been successfully over-
lapped will have a higher resolution than
areas for which the overlap has been less suc-
cessful, so effective resolution might differ
considerably across different functional areas.

One approach to the problem of imperfect
alignment of functional areas across individu-
als is to use image smoothing, so that the acti-
vation for each subject is blurred across a
larger area. This can result in greater overlap
of activation when comparing across subjects,
but has the disadvantage that it reduces spatial
resolution. If the activated areas are not well
matched, group average activation can be dif-
fuse even if the activation was highly localized
for the individual subjects.

Meta-analysis and location error
The success of activation labelling and nor-
malization will dictate our ability to compare
results between imaging studies. The most
powerful way to compare studies is to do a
direct statistical comparison, but this is possi-
ble only if we have the original data. Often, we
are faced with the task of doing an implicit or
explicit meta-analysis of imaging studies56. In
this case, we need to compare the positions of
the activations that are observed in different
studies, and this can be done only with
reported location labels. Because gross
anatomy does not correlate well with function
outside the main sulci, these labels are usually
not helpful for meta-analysis. Similarly, a
cytoarchitectonic label can be derived from
one of several sources, which might differ in
their estimation of the area corresponding to
a given location. Even if the source of infor-
mation on cytoarchitecture is the same for
two studies, the estimation of which area the
activation belongs to is to some extent subjec-
tive. For these reasons, meta-analyses usually

functional and structural images, so sulcal
normalization might inflate small errors.
Because of problems with magnetic field
inhomogeneity, coregistration errors are a par-
ticular problem for fMRI54. If function does
not clearly correspond to a particular sulcus,
then sulcal matching can provide a worse
match of function than the volume method.
Further work on warping methods is likely to
combine surface and volume matching to give
a good match across a range of cortical and
subcortical brain areas49.

The researcher is likely to choose the nor-
malization method that gives the best overlap
of the functional areas of interest. Functional
areas that are well defined by sulci are likely to
be best aligned using surface normalization.
For most functional areas, such as those in the
prefrontal cortex, there is little evidence on
which to base a decision; volume methods are
often chosen because they are simpler and
faster to apply.

The purpose of normalization should be to
bring homologous areas into the closest possi-
ble alignment, but this can be difficult to
assess, because we do not have a gold standard
against which to compare55. To assess the
alignment of homologous areas, we need
some estimate of the corresponding areas in
the brains that are to be normalized. This is
likely to become available as more areas are
mapped cytoarchitectonically on brains that
can be spatially normalized6. For example,
Roland et al.35 compared the Talairach propor-
tional grid normalization with a linear and a
nonlinear manual technique, and showed that
the latter was more effective in overlapping
cytoarchitectonic maps from post-mortem
brains. An alternative is to use a battery of
tasks that give a highly reproducible activation
pattern across subjects. A normalization tech-
nique can be assessed by its ability to overlay
the areas of activation.

The success of normalization in overlap-
ping homologous areas is important for inter-
subject averaging; if functional areas are not
well aligned between individuals, then there
might appear to be no location at which there
is an average increase in activation, even if all
subjects have activated a homologous region.
The problem of intersubject averaging
becomes even more acute when comparing
differences in functional anatomy between
groups. For example, we might use intersub-
ject averaging to find that controls activate the
dorsolateral frontal cortex more than do
patients with schizophrenia. Interpreting this
finding might be confounded by differences in
anatomy between the two groups. For exam-
ple, it is possible that each individual patient
with schizophrenia had activated the dorsolat-

“The success of activation
labelling and normalization
will dictate our ability to
compare results between
imaging studies.”
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